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Violation of Homogeneity of Variance

Assumption in the Integrated loving

Averages Time Series Model

The lime Series Quasi-Experiment is a method for evaluating the

change in level between two succes::.ie points in a time series. Observations

4
t
are taken at equally spaced time intervals and one wishes to make inferences

about a possible abrupt shift in level of direction or drift of the time series

associated with the occurrence of the introduction of an event at a point in

time. Donald T. Campbell and Julian C. Stanley presented this InterruptLd

Time Series Design in Chapter 5 "Experimental and Quasi-experimental Designs

for Research on Teaching" in the Handbook of Research on TeachinAi (1963) .

Diagrammatically, the design of the time-series quasi-experiment is as

follows: z
l'

4
2

P . z
n

I z
n

1

+1'
. z

!II + 11.2. j

Where z. represents

1

the Jth obsetvatlon of a variable and T represents the "treatment."

If the trend of the pre -'C observations is altered sharply by the

introduction of T, e will attribute the alteration (whether a change in

level or in direction of drift) to T. A particularly important problem is

to Oetermlne whether the activity of the time-series near T indicates a

genuine effect of T or merely an orderly continuation of the lime-series.

The problem is "particularly important" because the inferential statistical

Intuitions of social scientists seem seldom to have been developed on non-

independent observations (such as those in most time-series). Eence, statis-

tical significance tests are necessary overseers of one's "considered

impre,sions" of the data.
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itox and Tiao (1965) developed a method of evaluating the change in

level between two successive points col a non-stationary time-series,

uhservations z are taken at equally spaced points in time and inferences

are to bo made about a possible shift in level of the tine- series associated

with the occurrence of the event T. This method appears to be the Nogt

suitable method now available for analyzing the time-series quasi-experiments.

it has been used as a method of analysis in several published studies. 'Iwo

studios of note are: "Analysis of the Connecticut speedinz, cracl,.down as a

time-series quasi experiment" by Gene V Glass in the Atiwist 1961; 1 1 and

Society Iteview, and "Analysis of data on the MO revision of the German

divorce laws as a quasi-experiment" by Gene V (;lass, George C. Tiao, and

Thomas O. Ifap.uire, haw and Society Review press) .

'the model underlying the Box-Tiao analysis of change Ln level of a

timeseries is tie integrated moving, averages (In) molol. issentially tba

model implies that the ,iystem 14 seblented to periodic random shocl(s (with

zero sman). 'flee initial impact of these shocks on the system is notea as

nt. Some proportion : of these shocks remains in the system and has a

pO,Ative or negative effect on the system over time, consequently

-1 < < 1. In terns of these random shocks, the difference between the

value of two observations, one at time t, the other at time t-1, may be

written as

z
t

z
t-1

. a -
t-1

This equation may be solved for zl as a function of the c,'s alone.

In order to facilitate solution for x1 Operators are Oilip I (Wed in

the following equations; they are the backward shift operator 13, which is

defined as hz
t

= zt-1, hence 6
m
zt n z

t-m
; and the backward difference operator

which can he written in terms of h since z
t 1

-

t-1
(1 -10z .
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In turn, ') hos for its inverse the summation operator S given by

-1
z = S =. z

3-0 t - -.)

Lt
z + z + . .

t-1 L-2

(1 + h + 32 + + . . .

= (1 - h)-.z

IMA equation written in operator notation then is

(n.1)

- (1 - 0) 7,

There is some advantage in writing the right side of the equation in terms

of Vinstead of h.

- - (1 - ,p)I3 i ( 1 - 13) = (1 - B + V

where 'y = 1 - and therefore 0 y < 2. Substituting Into the equation

from equation (0,1)

therefore

Vzt = 1,t-1 4- Vrxt

zt = V-A (y,L_1 + %/1t)

z y a.+
t J t

't

.r?

L j=o
u1-.]

If we express the model in terms of (Os entering the system after the time

on k we obtain

z + y jr= L
k

+ nt
t

+
1 t-j

in which the constant, L, is the value of the systen at the origin time k.

4



by setting k ,.. 0, the model's equation can be written using th.).

potation:I

tr1
z L + + o .

t 1=1

lhus the fLr!;:- observation ret7urded would ho 4
1

L , lin the nj

observations prior to the inLroduclion of a Treatment '1'

L7,1
z +11

for the n
2

ob ervalions following 1'

where:

trl
zt = L 1 4-

1
a
i
+ a

1=4

(1)

(2)

z
t

is the value of the variohic observed at time t,

is a fixed but unknown location parameter,
y io a pararr)tcr descriptive of the '110.flrOC of interdependenc.,

of the 01)servalions in the Lime-:;eries and toh5 values
0 < < 2,

nt is a random normaL deviate with pcan 0 and varianc e of

is the chanlz in level of the time-series cruised hv. T.

Data which conform to the model in (1) and (2) are such Chat the graph

of the time-series follows an erotic, somewhat candor path ,qttn slight,

but no systematic drifts, trends, or r,cles Olio which ;ho;' a systematic

increase or decrease over time--such as population and various growth

corvea--vioirte the assumption of zoro mean for random vallablo ror

generality, the random vortable nortion of the modol con he allowed In

assume an expected value other than zero; thus °driAting" Limo-seriesthose

showing 0 constant rise or fall over Limo-can be accomnsodated. The generali-

zation of the model in (1) and (2) is called the "Integrated moving average

model with deterministic drift"2 and taker the following form:
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L-1

z = L
1

and zt = L + 0
i -1

i=1

for the n cbservaLons prior to the introduction of T, and

zt + 1, +

I. -1

t -1
i-1

for the 111 = N ni observations following l T,

here L, y and S are interpreted ;t:; in the model in (1) nnd CI , but nny

r. is a normal variahle with variance 02 and moan nuial to I

The parameter r describes the rate of ascent or deent. of the time-

series,

Tt is illuminating to express as u f a and manipulate (0 into a

form similar in (1):

L-I

= L py(f-1) + P + 7 ,11.4 qt
i=1

One sees by inspection of (5) that the time-set ies in (1) will In

expected to have "drifted" hyt_ units at time L.

This model can again be modilied no that a parameter descriptive of

a change in n, the drift of the series, is Incorporated, Tt then nossible

to estimate all of the parameters in the model for a given value of y and

to test hypotheses about each,

Let z
t
denote the observation of a series at time t, prior to the

introduction of A treatment '1:

z
t

+ yti (t 1) + +

t-1

a +
t'

where the interpretation of the elements of the model are identical to their

interpretation given earlier in this paper, The following model is descriptive

of the behavior of the series for the n. observations following, the introduction

of T:

6
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t-1

t
= L + s(p (t - 1) f p + (t - n

1
- I) + A + y ?*. ai }At +r.

l=1

'There is the change of level of the series between time ul and nl + 1,

and A is the change in the drift of the series between these two tines.

Prior to f, the series drifts (on the average) at a rate of yp units (,12

or down depending on the sign of IL) for each unit of time; after T, the

series drifts y(p + A) units on the average for each unit of time.

Interest in this model generally centers on obtaining estimates of

the parameters 6 and A. In order to do this, a collection of n +
n2-2

observations are made; these values of z
t
arc then transformed for a given

value of y a5, follows:

V = Z
'1 1

t-1

y = x
t

- y (1 - y)
i-1

zt...1 for t = 2, . . RI +
1=1

by expanding this equation in terms of I., 6, 0, and A it can be seen that

the structure of a typical yt is

v
t

' t F A 1- (1 - 7)L-1 L+ (1 -
)t-n1-1

6 +
t

'l he model, now in the form yt, may be written as Y + a where X is

defined ag a N x 4 matrix of weights, n is a 4 x 1 vector containing elements

;1, At h, and 6,and n isaNxivector of random deviates. The equation in

vector notation ii as follows.

(4)

(5)
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vi

n

'n1

Yn
1

+1

1

1

1

1

I

0

0

0

1

(1

(1

(1

(1

Y

1

- y)

- y)I11-2

- y)"1 -1

- y)111

+ a

0

0

0

,}

,t2

. vn
14-ii 2

1

y)n14n2-2 .0n22

- y)nl+n2-1 0 -
n +n

1 2

Vith the wee! now in Luis form, when y is known, simple least-squares

estimates of p, L, and 6, can be determined from the familiar solution

to the least-squares nOVradl equations:

8
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I '

3

1' -1
= x) (6)

The "residual variance" in fitting the model in (3) and (4) to the

observations z
t.

is ;liven by

- / (nl + n.) - 4).

lne followin3 (ititributtonal statements about the ostirato!; of the

parameters f01104 from the assumption of normality of and traditional

aamiding theory:

- n

:;$ c '

n141L2-4`

- t
-)1 ni+1q-4
C--

tni+n)-4

.

tn
", where

cli is the ith dimiTmal element of (Y.TY)-1.

the ,Love results follow from the 13.n.ar model Y 4 i in which

the errors, are :nisumed to he normal, homoseedaAlc, and indepeeoent.

9

(7)
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AIL of the above operations on the linear model are made for a

;1Nreti value of y . ,!heir 7 is unknown (as will !enarally ho true) a

Pay...ilea analysis usinm, sample information al'out y it; use,' in makin;-;

inferences al,out and .'.. The posterior dtstributioo,h(y17.), of y Oven

a set of observations and assumln2 a uniform prior distribution it; knowo

to uithin a censtaat of proportionality. The posterior eistribotiou of

y assurfor a bniform prior (in which case the posterior distribution

Es ecuivalont to till?. fike/ihood distribution of '; ) is given to within

a constant of proportionality by the following formula:

11(.(h) Sr

illustrations of how the posterior distribution of y in (9) is

considered jointly otth 'S and I. in making inferences about Nod

Cr))

for the simple integrating moving average model vith deterrinislic

drift in (4) appear in box and Tito (1965) and loguire and (Ilass (l967).

The Problem

Utilizing the model Y = + a, when the value of y is known,

leant squares estinatea of 0, L, A, and S, nay !le determined. These

esliAtes dopend on the correctness of the assumptions of normality,

Soros,a2dastioity, and independence of the random normal variables

ihn robustness (ahility to stand under violations of Close assumptions)

of the model Las been eAtensively studied by persons interested in the

analysis of variance model. Howver, the in model'l use of y and its

oiethod of obtaining cilservations across equally spared time intervals

necessitates study of robustness; connideralioas roat touched upon in

those studic.;.

10



10

Yhe independence assumption for the 3ox-Tiao method may be c!tecked

through the use of autucerrelltIons, and in at least some cases stens may

'he taken to avorcome violatio,as of it Ow: and Jenkins 1970, pp 176-1777.

Study of violations of the normality assumption, while nor previously

studied for this specific method was passed over is favor of variance

violations, lAlich at this time appear to have a greater probability of

revealing non-rohusmness. Ti' the context of the ;Ioneral linear model,

the homogeniety of variance assumption has been studied with regard

to violations across treatment levels, it has not been studied for

violations of homo;.loniemy of variance within each treatment level. Since

in time-scrics quasi-experiments that type of violation can occur ;Ind

may Ic a cause for concern, it is being investigated bnre.

riun: 1 Is a ,;rapt of observations xt versus timi of chservation t.

ihe population variance of the pretreatment valucs has hCen lticreed

!n equal increments from
9

at t=1 to 10a02 a; 1=25. 71°1 P0Oulation

vtriance of all the posttreatment At values vas held constant at

The y value used in obtaining the data for rieure 1 was y=.i.

Uffectively this manna that half of the mainittnle of eaeh observation

wit:3 stored in the system and affected the trg:htituee or follrql-gt

observations. hi ;,,oneral me-ms Gra 'tt. values coming frog,

population with a larger variance will have a greater chance. of having tooth

a larger Initial II poet and consequently a larger carryover effect on

following ohservations Lid!! would ,ct valuns comln Irkal N population

with small variance. Consequently ODO would expect the slope mid level

li
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of a series of observations to be more readily affected by random

deviations which come from 1 population having a lare. variance. Thts

would he particularly true if the number of observations tal-en ya:-; :11;111

and the value of y large. In Figure 1 the treatment effect and

A were zero, yLt. to the eye it appears that there may be b...th a chance

in level 1 and a change in slope. A, of the graph. This study investigated

the effect of sever:11 situations similar to the one noted in ligere 1.

Procedure

The four parameters, baseline 1., the slope r, and the treatment

effects, change in level and change in slope A, were not at 1, = 1,

Ic = 2, S = 0, and A = n. the et values tAsre drawn from A pool of random

normal numbers, with mean zero and variance oc2, then trultinlied by a

value Ji in order to obtain ut values with heterogeneous variances.

The method then used was as fellows:

1. Given the true noll hypotheses 6 = 0, A = n, and o = 2, from

the t-tables the 1 - n percentile point in thy t-distribution
with 1;-.4 df was determined.

2, By erpirical means the actual percent of t-ratios exceodiny
was forted for each when the null 'lypothrses were trite

and the variances heterogeneous and the population normal and
observations independent.

3. For each null hypothegis t:if! nol.dnol siv,nificance level, o, and

the actual significance to el t!A.re then ceroared,

A pseudo-random number generator rNkli (ilrowning 1')67) was used to

generate a normally distributed population pro] of 3000 numbers with

mean 0,00000 and variance 112 = 25.103, The normality assumption of

this distribution was tested by the F:olmogorov-Smirnoff test and

could not by rejected at the .20 level of significance. Since =

and A = 0, the 25 pretreatment observations (z1,7.1, ,z25) and the

12
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twenty-five posttreatment observations 7( '269727,"'97'50) necessar-

for each t-ratio were determined from the same formula

zt 1. + 4:/(t + ii) 4 ti + ! ;here

7t = the observed value of the process at time t.
L = 0

.01, .50, 1.0, 1.5.

To obtain each al a number was drawn randomly with replacement from

the pool and then multiplied by a value /C7i, to ,Ptain an af value

which t as a random normal deviate from a population with a mean zero

and variance clio-. t-ratios were determined for y = .01, and this

proc,Iss was repeated until. t000 seta of .--ratios were formed for = .D1.

(In order to compute the t-ration, part of the "Comuter 'rogran for

Analysis of time 'leries Experiment with Possible Chnnre in Drift" by

G. V Glass; and 1. 0. :figuire was used.) This entire process was repeated

for y's of .50, 1.0, and 1.5. As was pointed out earlier in the paper, y

is not normally known, but its value is estimated from the cesterIor

proi.ability distribution h(y;z), where 0 y 2. The values .01, .05,

1.0, 1.T1, used here are distriuted over the range generally covered

in practice by this poseerior distribution.

As tin be seen from Table I, nine types of variance violation and

one situation in which the homogeneous variances assumntion was not

violated were studied. When the variance level ehaved it iocrenscd or

decreased %radually over the length of the pretreatment er posttreatment

observations. It is not expected that variance changes would necessarily

occur In this smooth muffler, but the situation anproximaten roil

situatioo.; closely enonit to r.11 !t!-; iu thi;

14
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P.usults

lhe results for change in level, are recorded in Table. II, and

the results for 1%, change in slope, are recorded in Table II1. The 7

level, and the nominal significance level, a, are at the head of each

column and the actual significance levels are recorded within these

columns for each of the 10 separate runs. Figure 2 is a set of 3 graphs

made from the data il Tvble If, Cach graph fa for a set. nominal

s4;nificaoce level a, and shows the actual significance level of each run

versus the -e values.

Interpretation of Results

Run 0 in uhich the assumption of homogeneity of variance was met was

done an a check to insure that the computing svatem was functioning

properly. As can he seen from Tables If and III, the differences

between the nominal levels of significance and the actual levels of

significance differ no nore than what would be expected for a sample

of size 1009.

Chanc in level To facilitate interpretation of the data

recorded in Table II, the data have been graphed in Figure 2, and the

data are discussed as three separate groups A, and C. Each group

hasacommonvariancetrendfora.and the actual significance levels

within each group maintain the same genera] trend. Croup A consista of

runs numbered 1,2, and 3, Croup consists of run.; nunlwred 4, 5, and 6,

and Group C consists of runs numbered 7, C, and 9. General trends

for etch of the groups A, and C, ore included below.

rol!1.) A had the variance trend for ai value:;

1 1
, 0

where rj differs for each ruin j.

16
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(a) As y increased, the actual significance level decreased ,c.los!

(5) As c, increased in magnitude, the actual nirnIficance level
decrtlased below

The actual significance level was generally loss than the
nominal significance Level.

Croup L had the variance trend for ti value;

0,- cloo 2
,

where ej differed for each run 1,

9

0 = the run number)

(a) The actual level of significance was in all cases larger
than the nonlinal significance level. (note especially for = .5
and larger)

(h) ihe peak values of the actual significance level appear to occur
for values near y =

(c) The actual level of significance increased as the magnitude of c
increased.

Cr-ou.2 C had the variance trend for al values

2 , 2ciod. C j10 (1 = the run numhor)

where ci differed for each run

The general trend of the actual significance levels for croup C

followed the same pattern an for group h, and in general were more extrema

in their deviations from the nominal a,

one aspect common to all runs '.vas the robustness of the model

'thou y = .01. Thal this was to be expecte.' can be seen from the following.

y = 0, the 'WA equation can be simplified to

zt = I. + a + A +

which Is the analysis of variance model. it has previously IRuut sbewn

by unperical means that the analysis of variance model is 7-ohm:I. to

violations of its homogeneity of variance assumption when the treatment

groups are of equdi ibis !andy approximated the analyhis of

20
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variance model for the situations in which y = .01 (y = .01 is a close

approximation of y = 0). Since in all cases treated here, pretreatment

observation:1011 = 25, equaled :19 = 25, the number of prttreatment

observations, it was expected that in the circumstances where y .01

the nominal and actual significance levels would closely compare.

Change in sloTe A: As can be seen from Table III the model is

reharf.:ably robust for all homogeneity of variance violations stndied.

:.one of the actual levels of significance obtained can be termed

significantly different from the nominal level of significance.

Cnnclusions

The trends visible from the results lead to the conclusion that if

possible heterogeneity of error variance is suspected then conservative

nominal significance levels should be set if the PIA rodel is to he

used in determining the effect of a treatment. Tints is increasingly

Important if the variability of the observations appears to be changing

across tine.

If Interest centers on whether or not a treatment 7 has had no effect

on the slept:, nominal significance levels can be chosen without regard

to the possible changing variability of the observations across tive.

As Table Ill shorn, the model is %..!ry robust in this respect, at leant

with regard to all violations tested here.
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Fon--mTEs

1. For a complete development of th2, lilA model see iiax and Jenkins

(1970, chapter 4),

2. The "integratac! moving average model with deterministic drift" wr.3

presented by G.E.P. Bcx and G.M. Jenkins of pp. 33-34 of "Models for

0,.edirtion and Control, III. Linear Non-stationary Models," Technical

Report No. 79. Madison: Dept. of Statistics, University of Aseonsin,

Juiy, 1966. Also see Box and Jenkins (1970).
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